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The coding of uniform colour figures in monkey visual cortex

Howard S. Friedman*†, Hong Zhou* and Rüdiger von der Heydt*‡

*Krieger Mind/Brain Institute, †Department of Biomedical Engineering and ‡Department of Neuroscience, Johns Hopkins University, Baltimore, MD 21218, USA

Psychophysical studies indicate that perception of the colour and brightness of a surface depends on neural signals evoked by the borders of the surface rather than its interior. The visual cortex emphasizes contrast borders, but it is unclear whether colour surface signals also exist, whether colour border signals are orientation selective or mainly non-oriented, and whether cortical processing tends to separate colour and form information. To address these questions we examined the representation of uniform colour figures by recording single neuron activity from areas V1 and V2 in alert macaque monkeys during behaviourally induced fixation. Three aspects of coding were quantified: colour, orientation and edge selectivity. The occurrence of colour selectivity was not correlated with orientation or edge selectivity. The fraction of colour-selective cells was the same (64% in layers 2 and 3 of V1, 45% in V2) for oriented and non-oriented cells, and for edge-selective and surface-responsive cells. Oriented cells were often highly selective in colour space, and about 40% of them were selective for edge polarity or border ownership. Thus, contrary to the idea of feature maps, colour, orientation and edge polarity are multiplexed in cortical signals. The results from V2 were similar to those from upper-layer V1, indicating that cortical processing does not strive to separate form and colour information. Oriented cells were five times more frequent than non-oriented cells. Thus, the vast majority of colour-coded cells are orientation tuned. Based on response profiles across a 4 deg square figure, and the relative frequency of oriented and non-oriented cells, we estimate that the cortical colour signal is 5–6 times stronger for the edges than for the surface of the figure. The frequency of oriented colour cells and their ability to code edge polarity indicate that these cells play a major role in the representation of surface colour.

One of the most striking differences between the visual cortex and its afferent pathways relates to the coding of surfaces of uniform colour. While the vast majority of cells in the dorsal lateral geniculate nucleus (LGN) respond vigorously to diffuse light of appropriate colour (De Valois, 1965; Wiesel & Hubel, 1966; Reid & Shapley, 1992), most cortical neurons respond weakly or not at all to diffuse light (Hubel & Wiesel, 1968). A uniform colour figure activates cortical cells representing the borders, but few if any of those representing the interior (Hubel, 1988). This is contrary to the intuitive assumption that surface colour should be represented by the neurons whose receptive fields point at the surface, and that uniformity of colour should be represented by uniform distribution of cortical activity. To resolve this paradox, theories of perception have often postulated a central process of ‘filling-in’ which would restore the uniform pattern of colour signals at some level in the visual cortex (Walls, 1954; Gerrits & Vendrik, 1970; Cohen & Grossberg, 1984; for a review see Pessoa et al. 1998).

Studies of the neural coding of colour have generally focused on the colour selectivity of cells, and relatively few data are available on the question of whether colour information is carried by surface or border signals. De Valois & Pease (1971) showed that type I colour-opponent cells of the LGN are edge selective when stimulated with luminance patterns, but respond best to full-field stimuli (i.e. surfaces) when tested with equiluminant chromatic patterns. In the visual cortex, it was found that colour opponency is generally paired with spatial antagonism (Livingstone & Hubel, 1984; Hubel & Livingstone, 1987), which means that most colour-coded cells would be activated only in the presence of contrast borders. Most cells in area V1 show band-pass spatial frequency tuning for chromatic gratings, which also indicates selectivity for contrast borders (Thorell et al. 1984; Lennie et al. 1990; Johnson et al. 2001).

A related question is whether colour and form processing are separated early on in the cortex. Some studies found that colour-sensitive cells in V1 and V4 are generally not orientation selective (Zeki, 1983), but others found that cells in area V1 are often colour- and orientation selective (Poggio et al. 1975; Michael, 1978a,b; 1979; Thorell et al. 1984; Leventhal et al. 1995; Johnson et al. 2001).
Livingstone & Hubel related colour processing to the non-oriented cells in the cytochrome oxidase (CO) dense blobs of V1 and the thin CO dense stripes of V2 and concluded that the visual cortex tends to process colour and form in separate streams (Livingstone & Hubel, 1984; Hubel & Livingstone, 1987). DeYoe & Van Essen (1985) also found cells in the thin CO dense stripes of V2 to be relatively more colour sensitive and less orientation selective. However, in the inter-blobs of V1, Livingstone & Hubel (1984) also found many colour- and orientation-selective cells. Recent studies have re-examined the question of segregation of colour and orientation signals in V1 (Leventhal et al. 1995) and V2 (Levitt et al. 1994; Kiper et al. 1997) but did not find a clear correlation between colour selectivity and lack of orientation tuning.

It has been argued that colour–orientation-selective cells are primarily needed for the detection of contours (which can be defined by contrast in luminance or chromaticity) and therefore belong to the form-processing path. Cells of the same orientation, but different colour selectivities, would subsequently be combined to form ‘universal colour cells’ (cells that respond to borders of any colour or luminance contrast; Krüger & Gouras, 1980). Similarly, it has been argued that cells that serve colour vision should be non-oriented (Livingstone & Hubel, 1984). Comparing the frequency of these types of cells between V1 and V2 might give us a clue to understanding the goals of cortical processing. If separation of colour and form information is a goal of processing, then colour–orientation-selective cells should be less frequent in the secondary visual area.

We have studied the neural activity of V1 and V2 in the alert monkey during behaviourally induced fixation, a method that approximates the natural conditions of vision. The aim was to describe how exactly a large, uniformly coloured figure is represented in the visual cortex of the monkey. One might think that this information could be derived from the responses to chromatic sinusoidal gratings, but this would require the assumption of linear spatial summation, which is generally not valid. The goal here is to provide a picture of the actual distribution of activity for a prototypical figure. The results should be valuable as a basis for theories of colour surface perception, specifically for understanding the phenomenon of ‘filling-in’ of colour and brightness (Walls, 1954; Yarbus, 1967; Gerrits & Vendrik, 1970; Pessoa et al. 1998; Friedman et al. 1999). Our results will also provide a quantitative answer to the question of colour and orientation coding, which is crucial for understanding the mechanisms of feature binding and the principles of object coding in the visual system.

**METHODS**

All procedures conformed to National Institutes of Health and USDA guidelines as verified by the Animal Care and Use Committee of the Johns Hopkins University.

Single neurons were recorded from areas V1 and V2 in eight hemispheres of four alert, behaving monkeys (*Macaca mulatta*). The animals were first habituated to the laboratory and to sitting in a box-like monkey chair, and then trained for several months on a visual task (see below). Later, a peg for head fixation and two recording chambers (over the left and right visual cortex) were attached to the skull. The surgery was performed under aseptic conditions. The animal was first sedated with ketamine hydrochloride (20 mg kg$^{-1}$ I.M.) and then deeply anaesthetized with sodium pentobarbitral (25 mg kg$^{-1}$ I.V.). A single dose of 300 000 i.u. long-acting penicillin was administered I.M. Incision margins were infiltrated with a topical anaesthetic (2% xylocaine). Buprenorphine hydrochloride was used for postoperative analgesia (0.03 mg kg$^{-1}$ injected I.M. every 12 h for 2 days). The T-shaped peg (35 mm wide, 40 mm long, with a 20 mm high post) was mounted on the calotte with bone cement and eight small cortical screws. The implants, including screws and cement, weighed about 80 g, and did not impair head movements or balance in any way. The behaviour of the animal was carefully monitored, especially after the surgery; no signs of distress were evident. Two weeks or more were allowed for recovery. For recording, the animal was seated in the box-like chair and its head fixed by means of the implanted peg. The animals adjusted quickly to this condition. The box was wide enough so that the animal could move its limbs and body, and take-up a comfortable position. Mild fluid deprivation and liquid reward were used for training and to induce fixation during recording. Training sessions lasted 0.5–4 h, and recording sessions about 5 h, during which the animals were fed raisins and dry fruit, and could also take a nap. Training or recording periods of 2–3 weeks were alternated with rest periods of one week or more. Large, baboon-size cages were used for housing. The animals stayed healthy and gained weight during the experiments. After completion of recording, the animals were killed with an overdose of barbiturate and their brains perfused through the heart with phosphate buffer and formaldehyde.

Single cell activity was recorded extracellularly with glass-coated Pt–Ir microelectrodes inserted through small (3 mm) trephinations. Electrodes with fine tips were used that easily isolate single cells (taper 0.07–0.1, impedance 3–15 MΩ at 1 kHz). These electrodes isolated about 22 cells on average in vertical penetrations through V1 and also picked up action potentials of fibres in the white matter. Action potentials were generally well above the noise level so that recordings of more than one cell could easily be recognized by ear and from the oscilloscopic display. The recorded size of the action potentials of a cell generally varies at some time (usually at the beginning or before the termination of isolation). In the case of double recordings, we always found that the action potentials from the two cells changed differentially at some time. Thus, even when spikes from different cells were temporarily indistinguishable, double recording would always become apparent at some point, and such data were discarded. While advancing the electrode, we monitored the entry into the cortex, the strength of neural activity, its orientation and ocular preference, the entry into the white matter, the entry into the cortex below the white matter, etc. These observations were recorded graphically as a function of depth. The resulting track charts helped in identifying cortical layers and in diagnosing the state of the dura mater and possible dimpling. Area V1 was recorded right under the dura, and V2 either in the posterior bank of the lunate sulcus, after passing through V1 and the white matter, or in the lip of the post-lunate gyrus. The two areas were distinguished primarily by their retinotopic organization. The recording sites were also verified by histological reconstruction (see Zhou et al. 2000).
**Visual stimulation and behavioural paradigm**

For half of the experiments (animals M12 and M15) stereoscopic stimulation was used, and visual stimuli were generated by an Omnicomp GDS 2000 PC graphics processor and displayed on a Hitachi HM4119 colour monitor with a 60 Hz refresh rate. The fixation target and test stimuli were viewed through a mirror stereoscope at a distance of 51 cm. The visual field measured 11.5 deg square, with a resolution of 400 pixels × 400 pixels, for each eye. For the other experiments (animals M13 and M16), visual stimuli were generated by a Silicon Graphics Indigo2 workstation and displayed on a Barco CCID 121 FS colour monitor with a resolution of 1280 pixels × 1024 pixels and 72 Hz refresh rate. This display was viewed directly with both eyes at a distance of 93 cm and subtended 21 deg × 17 deg visual angle. The stimuli were coloured or achromatic bars and squares presented on a neutral grey background, as specified in Table 1.

The animals were trained to fixate their gaze by requiring them to respond to an orientation change of a small fixation target that could only be resolved in foveal vision. The regular trial sequence was as follows: target onset, monkey responds by pulling a lever and begins to fixate, 0.5–5 s random interval (fixation period), target rotates, monkey responds by releasing lever, 1–2 s random interval, target onset etc. Eye movements were monitored with a video-based infrared pupil tracking system. Two of the monkeys (M13 and M16) served also in a study on perceptual filling-in, in which they were trained to respond to a colour change of a peripherally viewed disk-ring stimulus. No difference was noticed between these and the other two monkeys in the results of the present experiments.

**Data collection and analysis**

In order to study a representative sample of cells, an exhaustive analysis was attempted. Upon isolation of a cell, the receptive field was examined with rectangular bars, and the optimal stimulus parameters were determined by varying the length, width, colour, orientation and binocular disparity (in the stereoscopic setup). Using this optimal bar stimulus, we then determined the ‘minimum response field’ of the cell (see Zhou et al., 2000, for details). The size of the minimum response field characterizes the precision of positional information in the neural responses (see Results). After this initial exploration and mapping, colour, orientation and edge selectivity were measured.

**Edge selectivity.** This was measured by recording position–response profiles orthogonal to the optimal orientation using a square, typically 4 deg on each side, of the preferred colour. A size of 6 deg was occasionally used, in the case of larger receptive fields. The display was static and neuronal activity was analysed during the fixation periods (0.5–5 s). Responses were recorded for 16 positions of the square in 40% of the cells (see examples in Fig. 1), and for 4 positions (figure centre, edges and 2 deg outside the figure) in the remaining cells. Each position was presented for about 6 s, distributed over 2–6 trials, in pseudo-random order. Mean firing rates were analysed and an index of edge enhancement (EEI) was calculated according to:

\[
\text{EEI} = \frac{R_E - R_S}{R_E + R_S}, \tag{1}
\]

where \(R_E\) is the edge response and \(R_S\) the surface response. \(R_S\) was defined as the maximum of the responses to the two optimally oriented edges of the square, each of which was the maximum of three adjacent positions, minus the response outside the figure. \(R_S\) was defined as the response to the centre of the square minus the response outside the figure. The centre, and two positions 0.5 deg to either side of the centre, were averaged for the ‘centre’ response, and three positions 1.5–2 deg outside the figure borders were averaged for the ‘outside’ response. An index of zero means that the cell responded equally to the edges and centre of the figure, and an index of one means that the centre response was either zero, or the same as the outside response. In most cells the activity for the outside position was zero or very low, as was the spontaneous firing rate. We also calculated an asymmetry index (AI) that characterizes the asymmetry of the responses to the two opposite sides of the square:

\[
\text{AI} = \frac{|R_{E1} - R_{E2}|}{R_{E1} + R_{E2}}. \tag{2}
\]

This index is zero if the two edge responses are equal, and one if the cell responds only to one side of the square.

**Orientation selectivity.** This was determined with bars of optimum size and colour oscillating back and forth across the receptive field at 1 Hz, usually at 16 orientations spaced evenly across 180 or 90 deg, depending on the sharpness of orientation tuning. About 6 cycles were sampled for each orientation. In 10% of the cells, only the responses to the preferred and the orthogonal orientation were recorded for calculation of the modulation index, or an index of one was assigned if a complete modulation was obvious in the initial exploration. Using the mean firing rates, orientation selectivity was quantified in two ways: (1) by the orientation modulation index (OMI):

\[
\text{OMI} = \frac{R_{\text{max}} - R_{\text{min}}}{R_{\text{max}} + R_{\text{min}}}, \tag{3}
\]

where \(R_{\text{max}}\) and \(R_{\text{min}}\) are the maximum and minimum responses of the orientation tuning, and (2) by measuring the (full) width at half-height of the orientation-tuning curve.

**Colour selectivity.** This was determined with flashing bars that were optimally oriented and centred on the receptive field. A standard set of 15 colours and a neutral background were used as specified in Table 1. The colours were presented one per trial, and a number of trials without a stimulus were included for measuring the spontaneous activity. To minimize colour adaptation, the sequence was balanced for chromaticity by grouping together triplets of colours that would sum to neutral grey. The sequence was run forwards and backwards. The stimulus was flashed on and off at 1 Hz for the duration of the fixation period (0.5–5 s). In total, each colour was presented about eight times. Three measures of colour selectivity were computed from these data. The first is based on a *linear model*. Response was defined as the difference between the numbers of spikes in the on- and off-periods (0.5 s each). The stimulus colours were placed in seven categories of chromaticity and four categories of luminance. For each neuron, the effects of luminance and chromaticity on the response were determined by analysis of variance (ANOVA) using the hierarchical approach for unbalanced designs (Yates, 1934). (The design is necessarily unbalanced because we wished to sample the entire physiological colour space approximately evenly, and colours of some chromaticities require a higher luminance than those of other chromaticities; see Results.) A two-factor ANOVA was initially run, and, if a factor was not significant \((P > 0.01)\), it was eliminated and a single factor ANOVA was then performed. The resulting \(F\) and \(P\) values were then assigned to the neuron. The second measure was a *colour selectivity index* (CSI), calculated according to:
RESULTS

We studied three aspects of neural coding: orientation tuning, edge selectivity and colour coding. The following analysis is based on quantitative data from 842 cells, 425 of V1 and 417 of V2, recorded in eight hemispheres of four monkeys. For 670 of these cells, 280 from V1, and 290 from V2, we have data on at least two aspects. Most of our V1 data are from layers 2 and 3 (338/425). We were primarily interested in these layers, because they provide the main input to V2. Thus, we will focus our discussion on those upper-layer cells of V1 and the cells of V2.

Each cell was studied by finding the optimal shape, orientation, colour and motion for a bar stimulus, mapping its receptive field, and then applying the three tests described below. Since we were interested in the responses to the surface and edges of squares, strongly end-stopped cells (hypercomplex cells of Hubel & Wiesel, 1968) were excluded. Relatively rare cases of special selectivity, for example cells that respond exclusively to thin bars, or only to periodic patterns (von der Heydt et al., 1992), were also excluded. About half of our experiments were done with stereoscopic stimulation, and in these, the binocular disparity was optimized for the cell under study.

In the other experiments, the stimulus display was viewed directly with both eyes, and in this case, we have probably missed some of the disparity-selective cells or underestimated their responses. However, the results concerning the questions addressed here were not noticeably different between the data obtained with and without stereoscopic stimulation. Overall, the fraction of cells that could not be activated was small.

Three aspects of neural coding

In this section we illustrate the kind of data we recorded from each cell and explain how we measured selectivity in each case. We first use these measurements for a classification of cells, which is shown in Table 2. In the next section we examine the correlations between these measurements.

Figure 1 shows data from four colour-selective cells to illustrate the characteristic features of the three aspects of neural coding. In all three tests, the stimuli were presented on a neutral grey background. The top plots in Fig. 1A–D show position–response profiles for a static uniform square of 4 deg size of the preferred colour of each cell. The square was oriented for optimum edge orientation, and position was varied along the axis perpendicular to this orientation. The square was presented at a randomly selected position for each trial, and appeared 1–2 s before the beginning of fixation. The response strength, measured in spikes per second, is plotted as a function of the position of the cell’s receptive field relative to the square. The hatched area indicates positions inside the square.

The middle bar graphs of Fig. 1A–D represent the responses to flashing bars of various colours. The bars were optimized for width and length and presented at the position that produced the maximal response. The bars were switched on and off at 500 ms intervals. The activity during the on-phase is plotted upwards (positive), the activity during the off-phase downwards (negative).

The bottom graphs of Fig. 1A–D show the orientation tuning curves of the cells. Moving bars were generally used for this test because this method gives the most reliable results, but in Fig. 1C and D we show the results obtained with static edges to illustrate the orientation dependence of edge responses in cells with symmetric and asymmetric edge selectivity.

Edge selectivity. The position–response profiles show that the cell in Fig. 1A responded whenever the receptive field was inside the square, whereas those in Fig. 1B–D showed peaks of response at positions where the receptive field was centred on an edge, or close to an edge, but almost no response at positions inside the square. We have quantified this aspect by an ‘edge enhancement index’, which is the difference between edge and surface responses divided by their sum (eqn (1)). The values of this index for the cells illustrated in Fig. 1A–D were 0.18, 0.87, 0.85 and 1.06, respectively. For ease of discussion, we refer to cells that respond like that illustrated in Fig. 1A as ‘surface cells’, and cells that respond like those illustrated in Fig. 1B–D as ‘edge cells’. The criterion for ‘edge cell’ was an edge enhancement index greater than 0.6, which means the edge response was more than four times the surface response. Most edge cells gave virtually no surface response. Surface cells generally responded under surface and edge conditions, as illustrated in Fig. 1A. As will be evident later, the criterion is somewhat arbitrary since the distribution of the index does not provide a clear border between two classes of cells. Many cells responded more to one side of

\[ \text{CSI} = 1 - \frac{\sum R_i}{nR_{\text{max}}} \]
Figure 1. Four types of spatial selectivity of colour-coded neurons

A–D, examples of neurons from area V2. For each neuron, edge selectivity, colour selectivity and orientation tuning is illustrated. In each panel, the top graphs represent the activity produced by static displays of a 4 deg square of preferred colour presented at 16 positions relative to the receptive field. Hatching indicates the range where the receptive field centre was inside the square or centred on the edges (positions -2 and +2). The middle bar graphs represent responses to flashing bars of various colours, as indicated on the abscissae. Colours of high and low luminance were tested for each chromaticity (hue), for example, violet and purple, blue and azure, etc., and the three achromatic colours white, grey and black. On-responses are plotted upwards, off-responses downwards. The bottom graphs show orientation tuning curves obtained with a bar 2 deg × 0.2 deg (A and B) or with the edge of a 4 deg square (C and D). The cell in A responds to the surface, the cells in B–D only to the edges of the square; those in A and B are non-oriented, those in C and D are orientation selective; those in B and C respond to both edges, that in D is selective for edge contrast polarity.

In this figure and in Figs 2 and 3, the numbers at the top of each panel are unit identification codes with cortical area assignment.
Orientation selectivity. The orientation tuning curves show that the cells in Fig. 1A and B were non-oriented, while those in Fig. 1C and D were orientation selective. At least two parameters are needed to characterize orientation tuning adequately: one that captures the degree of modulation of responses, and another that measures the width of tuning. Cells can be more or less strongly modulated by the orientation of a stimulus, and those that are modulated can have narrow or broad tuning. We therefore calculated an orientation modulation index (eqn (3)), and the (full) width at half-amplitude of the orientation tuning. The cells in Fig. 1A–D had modulation indices of 0.37, 0.25, 1.0 and 0.85, respectively (as determined with moving bars; for the plot of Fig. 1D, which is based on edge responses, the index would be 1.0). We used an index > 0.6 as a criterion, meaning that the response for the best orientation was more than four times stronger than that for the worst orientation. The width of orientation tuning was 60 deg for the cell in C and 35 deg for the cell in D.

Colour selectivity. While the determination of orientation tuning and edge selectivity is straightforward, the characterization of neural colour selectivity is notoriously difficult. Colour selectivity is often defined as the ability to discriminate equiluminant colours. However, as noted by Hering (1905/1964), white, black and grey are also ”colours” in a wider sense, and the brightness aspect is an important ingredient of colour perception. This becomes apparent if colour stimuli are viewed against a luminous background (as opposed to presentation in darkness). A patch of dim ‘red’ light, for example, is then perceived as brown, a colour that seems to have little in common with red. Thus, a set of equiluminant colours cannot include red and brown. Moreover, it cannot comprise yellow and deep blue: either the yellow would appear ochre, or the blue would appear desaturated. To explore the entire range of colour perception (as accessible with our computer display), we have tested each cell with a set of 15 colours representing seven hues, or spectral compositions, on a neutral grey background (Table 1). Six of the hues were chromatic colours whose CIE loci were distributed on the perimeter of the triangle subtended by the primaries of the display. The chromaticities of the mixed colours were derived from white by setting one primary to zero, except for yellow, which was defined by adjusting a red–green mixture to yield ‘pure yellow’ as perceived by the authors (normal trichromats, one presbyopic). Each of these hues was presented with two luminance values, one near the available maximum, the other about 0.7 log units darker. This produced colour pairs like red and brown, yellow and beige, green and olive etc. The seventh hue was achromatic, and three luminance values were used to produce white, grey and black. We did not choose test colours according to their relation to the cardinal axes of colour space because identifying the weights of the cone inputs to each cell (Lennie et al. 1990; Johnson et al. 2001) was not the goal of this study. Our goal was to sample perceptual colour space as evenly as possible with a limited number of colours (Boynton & Olson, 1987). Flashing bars were used in order to facilitate comparison with previous studies. The results obtained with flashing bars should apply also to natural viewing of uniform figures (see Discussion). The use of two (or three) luminance values for each spectral composition served two purposes. First, as already stated, it allowed us to include the full gamut of colours. Second, it enabled us to separate the effects of chromaticity and luminance. We did this by arranging the test colours in four groups of nearly equiluminant colours and performing a two-factor analysis of variance with the factors chromaticity and luminance. The associated F values are measures of a cell’s sensitivity for each factor (the amount of variance produced by a factor relative to the variance of repeated presentation). For the examples of Fig. 1A–D, we obtained F values for the effect of chromaticity of 39, 15, 58 and 4.7, respectively (all significant). The cells illustrated in Fig. 1A, B and D also showed significant luminance effects (F values 13, 7.2 and 6.7, respectively), the cell in A preferring dark colours, and those in B and D light colours.

A significant chromaticity effect in the two-way ANOVA means that a cell is sensitive to the chromatic variation of the stimulus (even in the presence of luminance variations). Thus, cells with significant chromaticity effect should also be able to differentiate equiluminant colours. To show this, we performed control experiments with a set of seven equiluminant colours (Table 1). Figure 2 shows a comparison of the results obtained with the standard colour set and the

### Table 1. Specification in CIE (1931) coordinates of the colours typically used for measuring colour selectivity

<table>
<thead>
<tr>
<th>Colour</th>
<th>x</th>
<th>y</th>
<th>Y (cd m⁻²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red–brown</td>
<td>0.60</td>
<td>0.35</td>
<td>14/2.7</td>
</tr>
<tr>
<td>Green–olive</td>
<td>0.31</td>
<td>0.58</td>
<td>37/6.7</td>
</tr>
<tr>
<td>Blue–azure</td>
<td>0.16</td>
<td>0.08</td>
<td>6.8/1.8</td>
</tr>
<tr>
<td>Yellow–beige</td>
<td>0.41/0.46</td>
<td>0.50/0.45</td>
<td>37/6.5</td>
</tr>
<tr>
<td>Violet–purple</td>
<td>0.30</td>
<td>0.15</td>
<td>20/3.4</td>
</tr>
<tr>
<td>Aqua–cyan</td>
<td>0.23</td>
<td>0.31</td>
<td>38/7.3</td>
</tr>
<tr>
<td>White–grey–black</td>
<td>0.30</td>
<td>0.32</td>
<td>38/8/12.2</td>
</tr>
<tr>
<td>Background</td>
<td>0.30</td>
<td>0.32</td>
<td>20*, 16†</td>
</tr>
</tbody>
</table>

Y is luminance, and x and y are the chromaticity coordinates. Two (or 3) luminance values were used with each chromaticity, except for yellow and beige for which slightly different chromaticities were used in some experiments to compensate for the Betzold-Brücke hue shift. In addition, we used a set of 7 equiluminant colours with the same chromaticities, but Y = 7 cd m⁻². These colours were presented on backgrounds of 20 or 2.5 cd m⁻², depending on the contrast preference of the cell. * For setup 1, † for setup 2.
Figure 2. Measuring chromatic sensitivity with luminance-varying and equiluminant colour sets

A–C, results from three example cells. The plots on the left show the responses (spikes s⁻¹) to the standard set of 15 colours varying in hue and luminance. The plots on the right show the responses to a set of equiluminant colours. The bars represent the difference between on- and off-responses (only positive values are shown). A neutral background of 20 cd m⁻² luminance was used with the standard set. The equiluminant colours were presented with the same background for the cells in B and C, but with a dim background (2.5 cd m⁻²) for the cell in A, to match the contrast preferences of the cells. Analysis of variance showed significant chromaticity effects for the standard set in the cells in A and B, but not in the cell in C. The graphs show that the equiluminant colours produce corresponding variations of responses in A and B, but little variation in C. The standard set also reveals brightness selectivity: the cell in A is selective for bright colours, responding to aqua at luminance level 4, but not at level 2, and to blue at level 2, but not at level 1. The cell in B prefers dark colours, responding to violet at level 1, but not at level 3, etc. The brightness selectivity is also apparent in the responses to achromatic colours: the cell in A responds to white, but not to grey and black; that in B responds to black, but not to grey and white. D, scatterplot of the F values associated with chromatic variation in the two colour tests in single cells. The results are correlated (Spearman ρ = 0.71), indicating that chromatic sensitivity is measured similarly by the two tests.
equiluminant colour set. With the standard colour set (left), the cells illustrated in A and B were classified as colour selective (F values for chromaticity > 10) and these cells also showed a strong variation of responses across the equiluminant colours (right). It can be seen that the cells in A and B preferred similar hues in the standard colour test and the equiluminant colour test (cell in A: blue and aqua; cell in B: red and violet). The cell in C was not colour selective in the standard test, and responded about equally to each of the equiluminant colours, including grey. All three cells showed strong luminance effects in the responses to the standard colours (F values > 10), but this effect did not interfere with the colour selectivity classification. Overall, the F values for chromaticity were strongly correlated between standard and equiluminant colour tests (Fig. 2D). Of 15 cells tested both ways, 14 were classified the same in both tests (10 as selective and 4 as non-selective); only one turned out to be selective in the equiluminant colour test but non-selective in the standard colour test. Thus, the ANOVA predicts the selectivity for equiluminant colours well. Tests with equiluminant colours can overestimate chromatic sensitivity because the luminance match may be inaccurate. This problem can be avoided by testing a range of intensity levels for each chromaticity (Gouras & Krüger, 1979). Because this method is time consuming, we chose to test each chromaticity at two intensity levels and measure both chromaticity and luminance effects. The resulting chromaticity effect is relatively insensitive to inaccuracies of the luminance measurement because it measures chromatic sensitivity in the presence of large intensity variations. Thus, the two-factor ANOVA method provides a more reliable assessment of chromatic sensitivity than a test with equiluminant colours. In the case of linearity it would be equivalent to the method of Gouras & Krüger (1979).

Inspection of the colour test data indicated that using the strength of the chromaticity effect may not be the best way of measuring colour selectivity because some cells that responded to about half of the 15 colours showed equally strong chromaticity effects as cells that responded to only one or two colours. Also, some cells with a relatively small modulation of responses had highly significant chromaticity effects because of high firing rates and low variability of responses. When listening to the responses during the experiment these cells would not stand out as particularly colour selective. To capture colour selectivity in a more intuitive way, we calculated a colour selectivity index that measures the sparseness of responses across the set of 15 colours (eqn (4)). This index would be 0.93 for a cell that responds to only one of the 15 colours, and zero for a cell that responds equally to all colours. The index measures selectivity for the hue as well as the brightness aspect. For example, a cell that responds only to brown would have a higher index than a cell that responds to red and brown. For the cells of Fig. 1A–D, the colour selectivity index values were 0.71, 0.86, 0.80 and 0.79, respectively. As can be seen from Fig. 6 below, selectivity indices of 0.80 and higher are not unusual. In the case of the cell illustrated in Fig. 1A, a high index is obtained because the calculation uses only the on-responses (see Methods). One could argue that on- and off-responses are intermixed under natural conditions, and to distinguish them requires additional information. If the on- and off-responses were averaged, the index for the cell in Fig. 1A would be lower. However, in the cells in Fig. 1B–D, the index characterizes the average firing rates because these cells produced no off-responses. These cells would allow colour discrimination for static and flashing stimuli even if only the average firing rates were used. The selectivity of these cells is remarkable.

The preferred colours of the cells were distributed about evenly across the range of test colours, and highly selective cells were found for each colour. Preference for violet was about as frequent as preference for red or blue. Many cells were selective for combinations of hue and brightness. For example, the cell in Fig. 1B responded to aqua, but not to cyan, the dark version of the same hue, and that in C responded to beige, but not to yellow. Some cells responded to green, others to olive, more strongly than to any other colour. We also found cells that responded to grey, but much less to white and black or any chromatic colour.

For comparison with other studies we also calculated the ratio between the best chromatic colour response and the response to white (white index). If a cell receives colour-opponent inputs, the response to white should be weaker than the response to the preferred colour (Livingstone & Hubel, 1984; Burkhalter & Van Essen, 1986; Gegenfurtner et al. 1996; Shipp & Zeki, 2002). Using the criterion of a white index > 1.4 (Gegenfurtner et al. 1996), we would classify 70% of the upper-layer V1 cells and 68% of the V2 cells as colour selective. These proportions are much higher than the ones based on the chromaticity effect (Table 1) and the estimates of those previous studies. One reason for this is that the white index criterion accepted a number of cells without significant chromaticity effect because they responded to black, grey, and other dark colours, but weakly or not at all to white. Such cells (and the converse, with light colour preference) were common in our experiments (we used a background luminance midway between the black and white test colours, whereas dim backgrounds were used in the other studies). Therefore, we also calculated the ratio between the best chromatic colour response and the maximum of the responses to black, white and grey. With the same criterion value (1.4), this index classified 50% of cells in V1 and 46% in V2 as colour selective, in good agreement with Gegenfurtner et al. (1996).
On- and off-responses. The cells illustrated in Fig. 1 also show an interesting difference in the time course of responses to the colour stimuli. The cell in Fig. 1A gave on-responses for yellow and beige, and off-responses for blue and aqua. This response pattern is known as opponent-colour coding (De Valois, 1965). Off-responses are usually taken as evidence for inhibition, and this cell would accordingly be classified as Y+B−. However, most colour-selective cells in our sample did not produce off-responses. The cells in Fig. 1B–D gave on-responses for some colours, but no off-responses for the corresponding opponent colours. For example, the cell in B responded best to aqua (blue–green), but gave simply no response to red, and the cells in C and D responded ‘on’ to red, but not ‘off’ to blue or green. These different response patterns are illustrated in the form of raster plots in Fig. 3. Figure 3A shows an example of a cell with on- and off-responses. In this cell, blue–green colours evoked on-responses, while brown, red, purple and violet produced off-responses, and it can be seen that the latter colours also caused suppression of activity about 60 ms after stimulus onset (compare with blank field response shown at the bottom). Figure 3B shows the responses of the cell illustrated in Fig. 1C. In this cell, red, brown and beige produced on-responses, but off-responses were virtually absent. Nevertheless, it is clear that blue–green light had a suppressive effect, because, when such light was added to red, producing white, the response was null. Thus, opponent-colour processing can be found in the absence of off-responses. The median ratio of off-response to on-response was 0.20 for neurons of upper-layer V1, and 0.25 for neurons of V2 (note some of this fraction is due to on-activity spilling over into the off-period; see Fig. 3). Thus, absence of off-responses as shown in Fig. 3B is the rule rather than the exception.

We have used the difference between on- and off-responses to compute the ANOVA, but only the on-responses for calculating the selectivity index. The first method should be the most sensitive in detecting opponent-colour mechanisms, while the second should be more relevant to perception, because colour perception is based on the activity during the presence of a stimulus rather than the activity that occurs after the stimulus is turned off.

Summary of classifications. Table 2 summarizes the classification of orientation, colour and edge selectivity in the two cortical areas. The table shows that in both areas about 80% of the cells were strongly orientation selective. The frequency of colour-selective cells ranged between 44 and 64% in upper-layer V1, depending on the criterion, and between 35 and 45% in V2. The smaller proportion of colour-selective cells in V2 might reflect the fact that V2 also receives input from layer 4B of V1, which is non-chromatic (Livingstone & Hubel, 1987). The results of the two-factor analysis show that about three-quarters of the cells that were selective for chromaticity are also selective for the brightness aspect of the stimulus (62/79 in V1, 55/79 in V2). About 80% of the cells were edge selective and about 40% of these showed asymmetric edge responses as illustrated in Fig. 1D. Note that we used restrictive criteria for orientation and edge selectivity. Most of the non-oriented cells in this classification also had an orientation bias, and most of the ‘surface cells’ showed some edge enhancement.

Relationships between the three aspects of neural coding

Figure 1 shows that colour-selective cells can have a variety of spatial characteristics. They can be of ‘surface’ or ‘edge’
type (Fig. 1A versus B–D), and, in the case of edge-type cells, they can be oriented or non-oriented (Fig. 1C–D versus B). Furthermore, oriented edge-selective cells may respond either symmetrically to both sides of a square, as in Fig. 1C, or only to one side, as in Fig. 1D. We also found orientation-selective surface cells, that is, cells that show orientation tuning when tested with bars or edges, but nevertheless respond to uniform illumination of the receptive field (not illustrated). In the following, we examine the relationship between the three aspects of neural coding. To this end, we present scatter plots of the indices for each pair of selectivity features. We begin with orientation and edge selectivity.

### Orientation and edge selectivity

We expected that these properties would be positively correlated because the typical simple and complex cells are both orientation- and edge selective, whereas cells that respond well to surface should be non-oriented. In Fig. 4 the orientation modulation index is plotted against the edge enhancement index. Each circle represents the measurements for one neuron. The two plots show the results from upper-layer V1 (top) and the pooled results from all layers of V2 (bottom). The distributions of each single variable are shown on the margins. Both plots show heavy clusters in the upper right quadrant, representing orientation- and edge-selective cells (72% of V1 cells, 63% of V2 cells). The other combinations of selectivity are more sparsely represented. The lower left quadrant represents non-oriented surface cells. These cells apparently have circular receptive fields that lack inhibitory surrounds. Non-oriented edge-selective cells appear in the lower right quadrant. This combination indicates concentric centre–surround organization. The occurrence of such cells in layers 2 and 3 of V1 is well known. The double-opponent cells, as defined by Livingstone & Hubel (1984), fall into this category. We also found oriented surface cells (upper left quadrant). These cells respond to uniform stimuli, but show orientation tuning when stimulated with bars or edges. The existence of oriented surface cells was unexpected. They seem to be rare in V1, but more common in V2. The plots show some positive correlation between orientation and edge selectivity, but it is weak (Spearman’s ρ = 0.33 for upper-layer V1; 0.15 for V2). The reason why the correlations are so weak is the presence of non-oriented edge cells and oriented surface cells.

### Colour and orientation selectivity

Some previous studies (Zeki, 1983; Livingstone & Hubel, 1984; Hubel & Livingstone, 1987) suggested that non-oriented cells tend to be more colour selective than oriented cells, and that the non-oriented cells serve colour vision, while the oriented cells support form perception. We examined the relationship between colour and orientation tuning first by means of the chromaticity effect determined by ANOVA, and then with the colour selectivity index.

In Fig. 5, the $F$ values of the chromaticity effect are plotted against the orientation modulation index. It can be seen that the strength of the chromaticity effect varied widely between cells, with a continuous distribution. The distributions of the orientation modulation index show narrow peaks at 1, representing cells that were completely shut off at non-preferred orientations. Cells to the right of the dashed line are orientation selective by our criterion. The scatter plots show that there is virtually no correlation between colour and orientation sensitivity (Spearman’s $ρ$ = 0.18 for V1; −0.09 for V2). Filled symbols indicate cells with significant chromaticity effect ($P < 0.01$). It can be seen that the majority of colour-sensitive cells were orientation selective (106/146 = 73%) and their proportion in V2 (74%) was similar to that in V1 (71%).

Since the chromaticity effect measured by ANOVA might not capture the degree of colour selectivity very well, we also calculated a colour selectivity index, as explained above. This index was only weakly correlated with the effects measured by ANOVA ($ρ = 0.31$ for chromaticity, 0.36 for luminance, $n = 405$), which is to be expected, because the selectivity index measures the narrowness of tuning in colour space, whereas the ANOVA measures the strength of response modulation. The resulting scatter plots are shown in Fig. 6. Again, we found practically no correlation between colour and orientation selectivity. Statistically, there is now a small positive coefficient of
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### Table 2. Classification of cells according to orientation, colour and edge selectivity

<table>
<thead>
<tr>
<th>Feature</th>
<th>V1 (2,3)</th>
<th>V2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation (modulation &gt; 0.6)</td>
<td>313</td>
<td>388</td>
</tr>
<tr>
<td>Colour (selectivity index &gt; 0.5)</td>
<td>207</td>
<td>254</td>
</tr>
<tr>
<td>Hue ($P_{	ext{chrom}} &lt; 0.01$)</td>
<td>180</td>
<td>223</td>
</tr>
<tr>
<td>Brightness ($P_{	ext{chrom}} &lt; 0.01$)</td>
<td>180</td>
<td>223</td>
</tr>
<tr>
<td>Hue and brightness ($P_{	ext{chrom}} &lt; 0.01$ and $P_{	ext{lum}} &lt; 0.01$)</td>
<td>180</td>
<td>223</td>
</tr>
<tr>
<td>Edge (enhancement index &gt; 0.6)</td>
<td>154</td>
<td>210</td>
</tr>
<tr>
<td>Side (asymmetry ratio &gt; 2)</td>
<td>134</td>
<td>163</td>
</tr>
</tbody>
</table>

Data from layers 2 and 3 of striate cortex and from area V2. $P_{	ext{chrom}}$ and $P_{	ext{lum}}$ are the $P$ values of the chromaticity and luminance effects, respectively (see Methods).
correlation ($r = 0.31$ for V1; 0.25 for V2), whereas the colour–form separation hypothesis would predict a negative correlation. Many of the oriented cells were highly selective for colour. If chromatic information were used merely for the definition of contours, then the system would combine the various chromatic edge signals successively to produce a robust contour signal (‘universal colour cells’; Krüger & Gouras, 1980). In this case, we would expect to see colour selectivity of oriented cells dramatically reduced in V2. However, this was not the case. The slopes of the regression lines indicate that colour selectivity is slightly higher in the oriented than the non-oriented population, in V1 as well as in V2. Thus, we see that the cortex maintains oriented colour signals up to the level of area V2.

Are colour-selective cells less sharply tuned for orientation than non-colour-selective cells? Figure 7 shows the joint distribution of colour selectivity index and width of orientation tuning for orientation-selective cells (modulation $> 0.6$). It can be seen that colour-selective cells were often sharply tuned for orientation. Tuning curves with 30 deg full width at half-amplitude were not unusual, and the width of tuning did not vary with the degree of colour selectivity. The median width was 45 deg (range 10–200 deg) in V1 and 48 deg (range 15–150 deg).

Figure 4. Orientation and edge selectivity in neurons of V1 (layers 2 and 3) and V2
Orientation modulation index and edge enhancement index are plotted for each cell. An index of 0 for edge enhancement means edge response = surface response, a value of 1 indicates no surface response, negative values indicate edge response < surface response, values greater than 1 indicate negative surface response (centre response < surround response). Dashed lines show criterion values. In this and subsequent figures, $\rho$ is Spearman’s rank correlation coefficient and $n$ is the number of cells. In V1, but not in V2, orientation-selective cells tend to be more edge-selective than non-oriented cells.

Figure 5. Colour and orientation selectivity
The $F$ value of the effect of stimulus chromaticity in a two-factor ANOVA is plotted as a function of the orientation modulation index. An $F$ value of 10, for example, means that the response variance produced by changes of stimulus chromaticity was 10 times greater than the variance of repeated presentation. Filled symbols indicate significant chromaticity effect ($P < 0.01$). Chromatic selectivity is not higher for non-oriented (left of dashed line) than oriented cells (right of dashed line). The vast majority of chromatic cells are orientation selective.
in V2. The result was the same when colour sensitivity was measured by the ANOVA method.

We also used the white index to check whether colour selectivity was negatively correlated with orientation tuning. This index showed no correlation with the orientation modulation index ($\rho = 0.17$ for V1; $0.05$ for V2) or the width of orientation tuning ($\rho = 0.06$ for V1; 0.02 for V2). Nor was the ratio between the best chromatic and achromatic responses correlated with the orientation modulation index ($\rho = -0.04$ for V1; $-0.06$ for V2) or the width of orientation tuning ($\rho = 0.11$ for V1; 0.14 for V2).

The results presented in Figs 5–7 show that, for all practical purposes, colour and orientation selectivity are orthogonal dimensions of neural coding. The vast majority of colour-coded cells are orientation selective, suggesting that orientation-selective signals play a role not only in form perception, but also in the definition of object colour.

**Colour and edge selectivity.** Figure 8 shows the relationship between colour selectivity and edge enhancement. One might think that colour-selective cells should respond to the surface of the square because colour is a surface quality, but this was not the case. Colour-selective cells were distributed between surface and edge type just as non-colour-selective cells, the vast majority being edge selective. Thus, colour information is concentrated in the border signals. However, contrary to generalizing statements made in the literature, cells responding to uniform colour also exist. Their proportion was about 20%, and this did not vary between
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**Figure 6. Colour and orientation selectivity**

The colour selectivity index is plotted as a function of the orientation modulation index. Dashed lines show criterion values. Continuous lines represent least-square fits. Note that non-oriented colour cells (top left) and oriented non-colour cells (bottom right) are no more frequent than oriented colour and non-oriented non-colour cells (top right and bottom left, respectively). The vast majority of colour-coded cells are orientation selective (top right).

**Figure 7. Colour and orientation selectivity**

The colour selectivity index is plotted as a function of the width of orientation tuning. Colour-selective cells show the same widths of orientation tuning as non-colour-selective cells.
upper-layer V1 and V2, suggesting that cells of this type are still required at later stages and may have a specific function in colour vision.

Finally, we analyse the relationship between colour coding and the asymmetry of edge responses. As illustrated above (Fig. 1), some of the orientation-selective cells responded equally to both of the optimally oriented edges of the square, while others only responded to one of them. In Fig. 9, we have plotted colour selectivity against the asymmetry index. Asymmetry of edge responses was relatively common: in 44% of the cells of V1, and 41% of the cells of V2, the two edge responses differed by more than a factor of two (asymmetry index > 0.33). Figure 9 shows that cells with asymmetric responses tend to be more colour selective (slope of regression, 0.23 for V1, 0.24 for V2, $P < 0.001$ for both).

**Figure 8. Colour and edge selectivity**
The colour selectivity index is plotted as a function of the edge enhancement index. Dashed lines show criterion values. Colour selectivity is equally frequent among ‘surface cells’ (left of criterion line) and ‘edge cells’ (right of criterion line).

**Figure 9. Colour selectivity and asymmetry of edge responses**
The colour selectivity index is plotted as a function of the edge asymmetry index. Continuous lines represent least-square fits. Cells with asymmetric edge responses tend to be more colour selective.

**Effects of retinal eccentricity**
We wondered whether the absence of a correlation between colour and orientation selectivity in our data was specific for a certain eccentricity of receptive fields. It has been suggested that the proportions of orientation- and colour-selective cells change with retinal eccentricity. Colour-selective cells were found to be concentrated in the fovea, and less frequent at increasing eccentricities, while the opposite trend was found for orientation selectivity (Zeki, 1983). Livingstone & Hubel (1984) also found a higher frequency of non-oriented cells in the fovea (36%) than in the periphery (20% at 6–10 deg).
In Fig. 10, our data on chromatic sensitivity are plotted as a function of retinal eccentricity. The flat regression lines indicate that chromatic sensitivity is independent of eccentricity. We computed, for each area, the linear regressions on retinal eccentricity of five parameters: orientation modulation index, width of orientation tuning, log chromaticity effect, colour selectivity index and edge enhancement index. None of the ten indices showed a significant dependence on eccentricity (all \( P \) values > 0.09, number of cells between 172 and 379). We conclude that orientation tuning, colour selectivity and the degree of edge selectivity do not depend on eccentricity in the range studied.

Comparison of our results from V1 with those of the cited studies shows that the main discrepancy lies in the foveal sample (eccentricity < 2.5 deg), where Livingstone & Hubel (1984) find 36%, and Zeki (1983) more than 50% of non-oriented cells, whereas we find only 23% of cells with poor orientation selectivity (cells with a ratio of best to worst response less than 4). In V2, only 18% of the foveal cells fall into this category.

**Summary of three-way classification**

The main results of our analysis of neuronal selectivity are summarized in Fig. 11. This figure is a graphical representation of a three-way contingency table. Each partition of the cube corresponds to a category of classification in terms of orientation, colour and edge selectivity, according to the above criteria, volume representing the relative frequency of cells. The shading represents increasing degree of selectivity, from white, for non-oriented, non-colour-selective surface cells, to dark grey, for orientation-, colour- and edge-selective cells. Illustrated are the data of upper-layer V1. For colour, we use here the selectivity index, which makes the top portion 64% of the total volume. Had we used instead the criterion of significant chromaticity effect, this portion would be 44%.

The principal finding is that the occurrence of colour selectivity is virtually independent of either orientation or edge selectivity. Consequently, the cube consists of four vertical columns whose cross-sections can be seen at the top of the cube. The cross-sections do not change between the top and bottom part. Only the ground plan of the cube shows deviation from independence: only a small fraction...
of the edge cells is non-oriented (compare front right to rear right), whereas surface cells are mostly non-oriented (compare front left to rear left); oriented surface cells are rare (rear left, 7% of the total).

The predominance of oriented edge-selective cells among both colour and non-colour cells (rear right, 72%) is remarkable. The large dark block represents oriented edge-selective colour cells (46%, see examples in Fig. 1C and D). The medium-grey slab at the front represents non-oriented cells that are colour selective, but do not respond to a large colour surface (10%, e.g. Fig. 1B). Many of the cells in this group would be ‘double-opponent cells’ according to the criteria of Livingstone & Hubel (1984), that is, they ‘respond poorly or not at all to white light in any form, or to diffuse light at any wavelength’. However, many of the oriented edge-selective colour cells (dark block) would also meet these criteria (cf. Johnson et al. 2001).

The picture for area V2 would be quite similar to that of upper-layer V1, with a slightly smaller volume of colour cells (probably reflecting the fact that V2 also receives input from layer 4B of V1).

Spatial profile of population response
Our results indicate that colour signals are concentrated in cells representing the figure edges. As exemplified in Fig. 1, edge-selective cells show almost no activity for the centre of the figure, while cells with strong surface responses, such as that illustrated in Fig. 1A, are rare (see Fig. 8). To visualize the distribution of colour signals of the cortical population we derived a spatial profile across the representation of a 4 deg square figure. Since edge enhancement and orientation selectivity were found to be independent of the colour-coding property, the data of colour and non-colour cells were combined. The position–response curves were normalized by their maximum and averaged separately for oriented and non-oriented cells, and for the fact that all non-oriented cells, but only a fraction of oriented cells, are activated for any given orientation of the stimulus.

The combined profiles show that colour signals are 5–6 times stronger on the edges than in the centre of the figure. Since non-oriented cells are five times less frequent than oriented cells, it might seem that the representation of the figure centre is quite scarce. However, we have to bear in mind that the profile for oriented cells shows the activity of those cells whose preferred orientation matches the orientation of the square, which is only a fraction of the oriented cells, whereas the profile for non-oriented cells represents the average activity. Therefore, we have combined the two profiles with different weights (Fig. 12, bottom). The weighting accounts for the different frequency of oriented and non-oriented cells, and for the fact that all non-oriented cells, but only a fraction of oriented cells, are activated for any given orientation of the stimulus.

The ratio of oriented to non-oriented cells was 4.7 for upper-layer V1 and 4.0 for V2. The mean response profile for oriented cells was scaled up by this factor. The mean width of the orientation tuning at half-amplitude was 44 deg for V1 and 51 deg for V2, which means that a fraction of approximately 44/180 = 0.24 of the V1 cells, and 51/180 = 0.28 of the V2 cells, were active on average for a given edge orientation. The profile for oriented cells was scaled down correspondingly. Note that the profile for oriented cells is also reduced because many of them respond differently to the two sides of the square. Both sides were averaged for Fig. 12, making the curves symmetrical. Our calculation ignores the fact that many cells in the ‘non-oriented’ category have an orientation bias.

The combined profiles show that colour signals are 5–6 times stronger on the edges than in the centre of the figure.

Figure 12. Spatial profiles of the population responses to squares of 4 deg size
Average normalized response profiles of 78 V1 neurons (layers 2 and 3) and 42 V2 neurons. Top, orientation-selective cells; middle, non-oriented cells; bottom, combined activity of oriented (filled) and non-oriented (dotted) cells. Baseline activity has been subtracted (~10% of peak for oriented, 17% for non-oriented cells). See Results for explanation.
DISCUSSION

We examined the representation of uniform colour figures in the visual cortex of alert macaque monkeys. Cells recorded from layers 2 and 3 of V1 and from V2 were characterized according to their colour selectivity, orientation selectivity, and the degree to which they responded to surface and edges of the figures. About 80% of the cells in both areas were found to be strongly orientation selective, and a similar percentage of cells were edge selective. The percentage of colour-selective cells ranged between 44 and 64% in upper-layer V1, and between 35 and 45% in V2, depending on the criterion. There was no indication of non-oriented cells being more frequently colour coded than oriented cells. Rather, the degree of colour selectivity was virtually independent of either orientation or edge selectivity, as summarized in Fig. 11. This means that the vast majority of colour-coded cells are orientation- and edge selective. Also, many of the orientation-selective cells in both areas respond asymmetrically to the two opposite sides of a square figure, representing information about polarity of contrast and border ownership (Zhou et al. 2000). This asymmetry is stronger in colour-selective than non-colour-selective cells. Spatial profiles of the population activity across the representation of a 4 deg square show that colour signals are concentrated at the edges of the figure.

Colour coding

We have used two principal measures to characterize colour coding: the effect of stimulus chromaticity, as assessed by a linear model, and an index of colour selectivity. The linear model (two-factor ANOVA) measures the effect of chromaticity in the responses to independent variation of chromaticity and luminance. We show that this method measures the ability of neurons to differentiate equiluminant colours, which has often been used as a criterion for neural colour selectivity (Gouras & Krüger, 1979; Thorell et al. 1984). Since differentiation of equiluminant colours depends on differential L and M cone processing and/or the presence of S cone input, this method reflects the characteristics of the cone input to the neuron.

The colour selectivity index measures the sparseness of neuronal responses in three-dimensional colour space. The colour selectivity of cortical neurons can be defined by the dominant wavelength of light as well as its relative intensity and saturation. We found many cells that were sensitive to spectral composition and luminance contrast (Thorell et al. 1984; Yoshioka et al. 1996; Johnson et al. 2001), and cells that responded selectively to desaturated and achromatic colours, such as grey (Komatsu et al. 1992; Hanazawa et al. 1997). Some neurons responded only to one or two of the 15 test colours. Thus, relatively small volumes of colour space are explicitly represented. This selectivity is reminiscent of the tuning of neurons in the inferior temporal cortex which often show islands of activation in the chromaticity plane (Komatsu et al. 1992). Such selectivity is incompatible with models based on linear summation of the cone signals which describe the colour representation at lower levels, and therefore indicates an additional non-linear transformation of colour signals (Komatsu, 1998).

The preferred colours were diverse and covered the whole range of chromaticities and luminances about evenly. As was observed previously, cortical cells do not cluster in clearly defined chromatic groups like LGN cells (Lennie et al. 1990). The high selectivity of many cortical neurons in our data suggests that these are related to the task of colour identification (see also Vautin & Dow, 1985; Boynton & Olson, 1990; Yoshioka et al. 1996). However, there was no suggestion that the so-called ‘pure colours’ were represented more often than other colours. For example, violet was the preferred colour as frequently as red or blue (which is remarkable also because violet was nearly equiluminant with the background, whereas red and blue had luminance contrast). One would need a denser grid of test colours to see if there is a pattern in the distribution of preferred colours.

We have measured colour selectivity with flashing bars in order to facilitate comparison with previous studies. We believe that the results from the on-responses to flashing stimuli are not much different from those that would be obtained with static stimuli (which is the more natural condition), because the responses were generally sustained (Fig. 3), and we have verified that the strength of the on-response to flashing stimuli generally correlates well with the mean firing rate during static presentation. Another question is whether colour selectivity depends on the geometry of the test stimulus. We have the impression that bars and edges (of the preferred polarity) generally produce similar results. Comparison of both stimuli in seven cells showed no major differences. However, the question of separability of chromatic and spatial mechanisms is a complex problem (Thorell et al. 1984; Lennie et al. 1990; Johnson et al. 2001), which is related to perceptual phenomena such as colour induction and colour assimilation. Thus, the question of interaction of spectral and spatial variables needs further investigation.

On- and off-responses. We found that colour-selective cells often do not produce a response at the offset of a flashing stimulus. The dynamics of the onset response have been studied systematically (Cottaris & De Valois, 1998), but the absence of off-responses has only been mentioned occasionally (Livingstone & Hubel, 1984). It has been proposed that studies of cortical colour coding should be limited to cells that show explicit opponency, meaning cells that produce onset responses to one colour, and offset responses to the opponent colour (Conway, 2001). We disagree with this view. It is based on the
assumption that the suppressive effect of a light is equal in magnitude but opposite in sign to the excitation produced by the removal of that light. This may be the rule in cells of the afferent pathways, but is generally not true in the cortex. As shown in the examples of Figs 1 and 3, parts of the spectrum can have strong suppressive effects resulting in complete cancellation of the activation by other wavelengths, without giving rise to off-responses. We find that the absence of off-responses is the rule in colour-selective cells of layers 2 and 3 of V1 and area V2. In the end, it must be the activity evoked by the presence of the stimulus that produces the perception of colour, because this perception does not depend on the stimulus being turned off. The functional significance of the off-responses remains unclear.

Coding of colour and form

The absence of correlation between colour and orientation tuning in our data from behaving monkeys agrees with recent studies in anaesthetized monkeys (V1: Leventhal et al. 1995; V2: Gegenfurtner et al. 1996), but disagrees with earlier studies (also in anaesthetized monkeys) that found negative correlation between colour selectivity and orientation tuning (V1: Livingstone & Hubel, 1984; V2: DeYoe & Van Essen, 1985; Hubel & Livingstone, 1987). Zeki (1983) and Yoshioka & Dow (1996) also found this negative correlation in V1, but their data are not comparable because they include the granular layers which contain high proportions of non-oriented colour-selective cells. The reason for the disagreement is not entirely clear. However, it seems that the problem is not the classification of colour coding, but the assessment of orientation selectivity. We have used three different methods of measuring colour selectivity and each of them shows that orientation and colour selectivity are independent. Furthermore, despite different methods and criteria, most studies found proportions of colour-selective cells of about 40–50% for foveal V1: 49% (oriented and non-oriented pooled) in Livingstone & Hubel (1984), versus 44% in this study (ANOVA criterion). Leventhal et al. (1995) did not classify, but their Fig. 10 shows that about 48% of cells have best-colour to opponent-colour response ratios of 2 or greater. In V2, Gegenfurtner et al. (1996) classified 50% of the cells to be colour selective, Shipp & Zeki (2002) 39%, and this study 35% (ANOVA criterion). DeYoe & Van Essen (1985) found colour selectivity in 39% of the multi-unit recording sites in V2. Hubel & Livingstone (1987) did not assess colour selectivity for oriented cells. The results on orientation tuning are more diverse. Peterhans & von der Heydt (1993), Leventhal et al. (1995), Gegenfurtner et al. (1996), Shipp & Zeki (2002), and the present study all found about 20% of non-oriented and weakly oriented cells, whereas Livingstone & Hubel (1984) found 36% non-oriented cells in the foveal sample of upper-layer V1. DeYoe & Van Essen (1985) classified 59% of the multi-unit recording sites in V2 to be non-oriented. This is not a matter of criterion, because the former studies used more restrictive criteria than the latter. Thus, an underestimation of orientation selectivity in the latter studies could be at the root of the disagreement. The discrepancies might be due to different recording techniques (anaesthesia, single versus multi-unit recording) and biased sampling. Nothing in our data suggests that colour or orientation selectivity depends on retinal eccentricity.

The question of whether there is anatomical separation of colour and non-colour cells has received much attention and often overshadowed the question of segregation of function (Livingstone & Hubel, 1984; DeYoe & Van Essen, 1985; Shipp & Zeki, 1985; Hubel & Livingstone, 1987; Shipp & Zeki, 2002). We have ignored the anatomical issue in the present study. For understanding the function of the visual cortex the question of whether colour and orientation are represented by the same cells or by different cells is more important than the question of anatomical separation, because segregation of function would be possible even with anatomically intermingled populations. If the CO blobs of V1 and the thin CO stripes of V2 contained in fact a high proportion of colour-coded non-oriented cells, as proposed (Livingstone & Hubel, 1984; DeYoe & Van Essen, 1985; Hubel & Livingstone, 1987; Shipp & Zeki, 2002; but see Levitt et al. 1994; Leventhal et al. 1995; Gegenfurtner et al. 1996), then our results would imply that non-oriented cells outside these regions are more often achromatic (to explain the overall correlation of zero).

Despite evidence to the contrary, the assumption that colour and form are processed separately early on in the cortex is still widely accepted as true. Our results indicate the opposite, namely that colour and form (i.e. location and orientation of edges) are orthogonal dimensions of coding, that is, the various degrees of orientation and edge selectivity are crossed with all the variants of colour selectivity. This is the picture that emerges in striate layers 2 and 3, the main output layers of V1. The picture is quite similar in V2, indicating that the principles of coding for colour and form are not changed, and that the further processing is based on the feature representation established in V1.

To appreciate the significance of this feature of cortical engineering, it should be remembered that chromatic and spatial information are not processed as independent dimensions in the retina; here visual information is funnelled into magno and parvo channels, the spatio-temporal characteristics of the non-chromatic magno channel being different from those of the chromatic parvo channel. Also, up to the level of the LGN, the colour-opponent centre–surround receptive field structure predominates, which means that luminance information is filtered through spatial band-pass channels, while the chromatic information is transmitted through low-pass
channels (De Valois et al. 1977; Derrington et al. 1984). The theoretical reason for this design is optimization of the transmission of colour and luminance information from the eye to the cortex. The signature of this coding scheme can still be found in V1: the average V1 cell shows less low-frequency attenuation for colour- than for luminance-varying gratings (Thorell et al. 1984). By contrast, the lack of a correlation between colour and edge selectivity in our data suggests that, in layers 2 and 3, there is little difference in low-frequency attenuation between colour- and non-colour-selective cells. Thus, layer 2 and 3 cells might differ in this respect from the average V1 cell. (Note, however, that we did not compare chromatic and achromatic stimuli in the same cells as did Thorell et al. 1984.) The orientation tuning of V1 neurons is similar for colour- and luminance-varying stimuli (Elfar & De Valois, 1991; Johnson et al. 2001), and the same is true for V2 (Kiper et al. 1997).

Taken together, these findings suggest that the cortical mechanisms of orientation and edge selectivity process chromatic and non-chromatic signals in exactly the same way. The result is that orientation selectivity is independent of colour, while edge selectivity (low-frequency attenuation) may still reflect the difference inherited from the chromatic and non-chromatic peripheral channels, but this difference disappears as signals reach the main output layers of V1, and V2, where the vast majority of cells become strongly edge selective for luminance and colour patterns. Thus, the factorial representation of colour and border information shown in Fig. 11 appears as a purposeful design that ensures that colour information is carried along with form information. Ultimately, this design enables us to perceive colour and form as independent qualities of objects. If colour and form information were represented in separate maps at this level, special mechanisms would be needed to ‘bind’ these attributes together for a given object. However, such maps apparently do not exist in the monkey visual cortex. Recent studies of the extrastriate areas consistently indicate that neural signals all along the ventral stream carry both colour and form information (Desimone et al. 1985; Tanaka et al. 1991; Komatsu & Ideura, 1993; Levitt et al. 1994; Gegenfurtner et al. 1996; Kiper et al. 1997). Specifically, factorial representation of colour and form has been found in inferior temporal cortex (Komatsu & Ideura, 1993).

Colour and form are often cited in theoretical studies as the prime example for demonstrating the necessity of feature-binding mechanisms in perceptual systems. It is time to recognize that early physiological reports were misleading. This is not to say that the binding problem does not exist. Certainly, a theory is needed to explain how objects are represented in our brain, so that we can independently refer to either their colour, or their form, and search for an object of a given colour, or an object of a given shape, etc. Feature binding and object categorization remain important theoretical problems, but a binding problem does not exist for the representation of colour and orientation in the visual cortex.

Computing surface colour from edge signals

As shown in Fig. 12, cortical colour signals are 5–6 times stronger on the borders than in the uniform centre of a colour figure. Figure 12 should not be interpreted as suggesting an isomorphic (image-like) representation in the cortex. Information about the form of the figure is encoded not only in the distribution of activity across the retinotopic position, but also in the distribution of activity along the orientation dimension. Similarly, the sharpness of the figure edges is probably represented not so much by the shape of the response profiles of Fig. 12, but encoded in the distribution of activity along the spatial frequency dimension (Thorell et al. 1984; Johnson et al. 2001). Thus, each small patch of the image is represented by an assembly of cells that are selective in a multi-dimensional feature space. These cell assemblies can be compared to the feature vectors used in computer vision (cf. Shi & Malik, 2000). Our finding that colour information resides mostly in the activity of oriented cells indicates that surface colour is also encoded in this manner.

The use of edge signals in representing surface colour poses some interesting questions. Theoretical studies postulate that colour is computed from signals generated at contrast borders (Gerrits & Vendrik, 1970; Land & McCann, 1971; Cohen & Grossberg, 1984) since retinal image stabilization experiments have shown the importance of border activity. In addition, border signals reflect contrast rather than absolute light intensity, which is important for modelling colour constancy. It has been proposed that concentric double-opponent cells provide those contrast border signals needed for the computation of surface colour and brightness (Cohen & Grossberg, 1984; Livingstone & Hubel, 1984). However, neurons with concentric receptive fields (or any even symmetrical operator) lack information about the direction of contrast. Such neurons would be activated equally by a red figure on a grey background as by a grey figure on a red background, the only difference being the exact spatial distribution of activity relative to the figure borders; for the red figure, the activity of red-selective cells would peak along the inner side of the contour, for the grey figure, along the outer side of the contour. Thus, an additional stage of processing is needed to determine whether the figure is red or grey. In the filling-in model of Cohen & Grossberg (1984) this is achieved by postulating that the colour border signals interact with a ‘contour boundary system’, which defines the boundaries for the lateral spreading of colour signals. In one case, the ‘red’ signals would spread towards the inner of the figure and gradually fill it up, in the other case,
the ‘red’ signals would spread outwards and decay, while the ‘grey’ signals would fill up the figure.

We propose that object colour is derived from orientation-specific signals rather than the responses of concentric double-opponent cells. Many oriented cells are selective for edge polarity (Fig. 9; see also Zhou et al. 2000), which eliminates the ambiguity about the side of the colour and greatly simplifies further computations. Table 2 and Fig. 9 of the present paper and Fig. 18 of Zhou et al. (2000) show that contrast polarity-sensitive cells are equally frequent in V2 as in upper-layer V1. Thus, this feature is not limited to the initial stages of cortical processing such as the simple cells of V1.

The unresponsiveness of edge-selective cells to diffuse light indicates spatial antagonism in the receptive field. In the case of polarity-selective edge cells, this antagonism must be spatially asymmetric. We have only measured the colour selectivity of the excitatory part, and further studies will have to clarify the colour selectivity of the suppressive influence. To produce colour and brightness constancy, it should have a similar selectivity to the excitatory input. Such a double-opponent structure has indeed been demonstrated in receptive fields of V1 simple cells (Poggio et al. 1975; Michael, 1978a; Thorell et al. 1984; Conway, 2001; Johnson et al. 2001). Whether the spatial antagonism in complex cells of V2 and upper-layer V1 is also colour opponent, and whether these mechanisms can account for colour constancy remains to be seen.

The apparent neglect of cortical neurons for the interior of a colour figure contradicts the intuitive concept of brightness and colour as surface qualities (Hubel, 1988). However, our results show that this neglect is not total. Although surface responses tend to be rare and weak, they have a relatively high weight because they are not conditional on the orientation of a contrast border like the responses of most edge-selective cells (Fig. 12). The surface responses might be an inheritance from the LGN and simply reflect incomplete surface suppression at the cortical level. Alternatively, they might be the result of the hypothetical ‘filling-in’ process that has been postulated to account for the perceptual uniformity of colour stimuli and the colour changes perceived under retinal image stabilization (Walls, 1954; Gerrits et al. 1966; Yarbus, 1967; Pessoa et al. 1998). The results of the present study leave open which of these alternatives is true. The crucial experiment is to monitor the activity during perceptual filling-in. Komatsu et al. (2000) show that some cells in the representation of the blind spot in V1 display filling-in activity. Our results on filling-in under steady fixation indicate that the colour surface signals of V1 and V2 remain unaltered when the perceptual colour change occurs, whereas the responses of polarity-selective edge cells show a steady decay with a time course that could explain the delayed perception of filling-in (von der Heydt et al. 2003). These results contradict the neural filling-in hypothesis and suggest that the system computes surface colour from oriented edge signals. This hypothesis is further supported by the recent discovery of border ownership coding, specifically the observation that many edge-selective neurons of V2 are figure-ground sensitive and signal the colour on the figure side of the edge (Zhou et al. 2000).

Conclusion

The present results provide a detailed picture of the representation of uniform colour figures in the visual cortex as it emerges in the awake monkey brain when the eyes fixate on a static display. In the main output layers of V1, as well as in V2, the spatial characteristics of orientation and edge selectivity are the same for colour and non-colour cells. Form and colour are largely encoded in the responses of the same neurons. When figures are greater than the size of the receptive fields, colour information is concentrated in the edge signals. At the level of V2, edge-selective cells code for orientation, colour, edge contrast polarity, and border ownership, suggesting that the system derives surface colour from oriented edge signals.
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