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During active behavior, patterns of hippocampal and neocortical neuronal activity reflect ongoing inputs and their contexts. Recent neurophysiological investigations have shown that during ‘off-line’ periods, traces of these experiences are spontaneously reactivated in both structures. Although the functional importance of this phenomenon remains to be demonstrated, it does provide clues about the nature and mechanisms of memory retrieval and consolidation.

Introduction

‘Memory consolidation’ is generally used in two distinct ways in the neuroscience literature. One sense of the term implies a putative cascade of cellular and molecular events that is initiated by an experience and eventually culminates in a durable form of synaptic alteration. In this manner, the biophysical substrates for modified neuronal interactions underlying the initial storage of memories may be established and stabilized [1–8,9•]. The other sense is that of a post-processing of memory traces, during which the traces may be reactivated, analyzed and gradually incorporated into the brain’s long-term event-memory and general knowledge base [10].

This review focuses on recent observations that patterns of neural activity in hippocampus and neocortex, expressed during a behavioral episode, are spontaneously re-expressed during subsequent ‘off-line’ states, such as quiet wakefulness and slow-wave sleep (SWS). Theoritical concepts originating with Marr [10–16] and numerous lesion studies in animals [20–23] have reinforced the concept that the hippocampus is only temporarily necessary for their retrieval; although the phenomenon is not without controversy [24]. In certain clinical cases, for example, retrograde amnesia may extend many years into the past. This has led to recent proposals that the hippocampus may play a more permanent role in some forms of memory [24]. These proposals nevertheless call for a prolonged interaction between the hippocampus and the neocortex, during which there may be a gradual reshaping of the stored information.

One formulation of the consolidation hypothesis is that during an extended period following the initial experience, hippocampal neuronal activity somehow ‘orchestrates’ the spontaneous, coordinated retrieval of the diverse components of a given experience, which have putatively been stored as patterns distributed across sparsely interconnected neocortical modules [25]. These retrieval episodes would then serve as supplementary training trials through which the network would gradually select an optimal encoding pattern for the experience, as part of either an existing class of events or a novel class [10,14,15]. This hypothesis that consolidation involves reactivation and recoding has by no means been fully verified, but it has recently been bolstered by both behavioral and neurophysiological studies, some of which are reviewed here.

The hippocampus and memory consolidation

Scoville and Milner’s [17] report of the patient HM indicated that bilateral damage to the hippocampus and related temporal lobe structures may cause a severe retrograde amnesia (the inability to form new memories after a lesion) and a temporally graded retrograde amnesia (where more recent memories appear to be more seriously disrupted than older ones). Clinical observations in humans [18,19••] and numerous lesion studies in animals [20–23] have reinforced the concept that the hippocampus is necessary for the initial acquisition of certain memories but only temporarily necessary for their retrieval; although the phenomenon is not without controversy [24].

One formulation of the consolidation hypothesis is that during an extended period following the initial experience, hippocampal neuronal activity somehow ‘orchestrates’ the spontaneous, coordinated retrieval of the diverse components of a given experience, which have putatively been stored as patterns distributed across sparsely interconnected neocortical modules [25]. These retrieval episodes would then serve as supplementary training trials through which the network would gradually select an optimal encoding pattern for the experience, as part of either an existing class of events or a novel class [10,14,15]. This hypothesis that consolidation involves reactivation and recoding has by no means been fully verified, but it has recently been bolstered by both behavioral and neurophysiological studies, some of which are reviewed here.

A popular theory regarding the assembly of a long-term memory from the initial experience is the two-stage model [26], which takes its origins in the work of Marr [10]. In this model, the hippocampus toggles between a recording mode, supported by a cholinergically mediated theta rhythm, and a playback mode (identitied with sharp waves), during which the hippocampus is reactivated by external input and cholinergic control [27], and reverts to its previously stored memory states. The retrieved memory states during the playback mode are broadcast, via widely diverging hippocampal formation efferents, to the neocortex during ‘offline’ periods. There can be two versions of this theory. In one, what is stored in the hippocampus is actually a compact representation of the current external input, and there is an inevitable, relatively stable relationship between the hippocampal and
neocortical ‘representations’. In the other version, which is based on the ‘index theory’ of Teyler and Deserno [25], the patterns in the hippocampus comprise arbitrary labels with no intrinsic meaning in terms of representation of external events. In this case, the labels must be associatively stored in the neocortical modules at the time of the original event in order for hippocampal output during the playback phase to elicit recall in the neocortex. In the former model, the rest of the brain need not ‘listen’ to the hippocampal output during recording, whereas in the latter model it must.

Two different but complementary experimental approaches can be taken in the study of hippocampal function in memory. Either one may ask, ‘what can the rest of the brain do without a hippocampus?’, or one may ask ‘what does the hippocampus do?’. The former is in the domain of neuropsychology and the latter, which is the subject of this review, is in the domain of neurophysiology.

Reversible blockade of hippocampal activity

A convincing new demonstration of the existence of a hippocampal-dependent consolidation process has been enabled by the development of a water-soluble AMPA receptor antagonist (LY326325). Riedel et al. [28••] delivered LY326325 via osmotic minipumps implanted into rats, thereby inducing a prolonged but reversible hippocampal inactivation at specific times during or following water-maze training. Animals that underwent continuous hippocampal inactivation during a 7 day time block, beginning either 1 or 5 days after learning, were impaired on a retention test 16 days later. On the same day, however, they were unimpaired at learning a new spatial problem in a different room. These results indicate that AMPA receptor activity in the hippocampus during the consolidation interval is necessary for the subsequent expression of long-term spatial memory. This is consistent with the notion that outflow of stored information from the hippocampus is a critical component of the consolidation of spatial memory.

Reactivation of hippocampal activity patterns

O’Keefe et al. [29] discovered that cells of the hippocampus fire at unique locations within an environment; these locations are referred to as the ‘place fields’ of that cell. In the first study of reactivation of experience-specific neuronal activity in the hippocampus [30], rats were confined for an extended time within the ‘place field’ of one hippocampal cell, causing that cell to fire robustly. During the time in which the rat was confined to this particular place, a second recorded neuron was essentially silent. The cell that was active during the awake state displayed elevated firing during subsequent sleep, while the non-active cell remained quiescent. The fact that only one active cell and one location were studied at a time, however, precluded making any conclusions about the retrieval of experience-specific population codes. The alternative possibility is that intense activity during waking causes cells to undergo some intrinsic process resulting in elevated firing that is not correlated with the firing of other cells participating in the same encoding event. This would not constitute memory retrieval.

Wilson and McNaughton [31] recorded simultaneously from 50 to 80 neurons in hippocampal area CA1. Cells that were active together during waking behavior — due to overlap of their place fields — also tended to fire together during SWS immediately following the maze running task. This effect was detectable for about 20–30 min following the maze running activity. Paired neurons were artificially classified as being ‘correlated’ or ‘uncorrelated’ depending on how much their place fields overlapped (see Figures 1 and 3a); however, when considering how well the patterns of neural ensemble activity during the maze and subsequent SWS epochs resemble one another, the fact that two cells that were
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Figure 1

During running behavior on a maze (RUN), the fact that hippocampal CA1 neurons express place-specific activity imposes an experience-specific pattern of firing-rate correlations among a population of simultaneously recorded hippocampal CA1 neurons. This pattern persists during subsequent sleep (POST), but is essentially absent from sleep immediately preceding the experience (PRE). Each node represents one of 42 cells that had ‘place fields’ in the experimental apparatus. Lines connecting the nodes represent correlations greater than an arbitrary cut-off of 0.05. The bold lines represent those above the threshold correlations that were present during RUN and also during either PRE or POST. It is clear that most of the higher correlations that emerge during the experience persist, whereas few of them could have been predicted from the activity pattern occurring before the experience. Thus, the hippocampal ensemble expresses spontaneous retrieval of recently stored activity patterns. Data from Wilson and McNaughton [31].
uncorrelated remain uncorrelated is just as important as the fact that two correlated cells remain correlated. A more appropriate measure of memory trace reactivation would thus be a measure of the similarities of the firing rate correlations for all pairs of simultaneously recorded cells (Figure 2).

Kudrimoti et al. [32••] developed a partial regression analysis which quantified the amount of variance in the firing rate correlations during sleep and/or quiet wakefulness following a maze running experience that could be accounted for by the pattern of correlations during the experience itself. The analysis statistically controlled for the correlations that already existed during sleep prior to the experience. Thus, the residual ‘explained’ variance (10–30%) could be taken as a measure of mnemonic reactivation. Although the reactivation strength substantially declined over about 30 min, there was evidence for occasional reactivation at least 24 h after the experience. The strongest reactivation occurred during the hippocampal sharp-wave/ripple events (i.e. irregularly occurring bursts of cellular discharge, also known as large irregular activity, or LIA) [33] as opposed to during the inter-ripple intervals; indeed, it was found that the presence of sharp waves in the EEG was sufficient for reactivation. Actual sleep was not essential. In the same study it was found that traces of two separate spatial experiences appeared within the same SWS episode. It has been suggested that such interleaving of retrieval events may play an important role in memory consolidation [14].
Hippocampal–neocortical interactions

It is known that the topographic distribution of mnemonic representations in neocortex can change spontaneously over time [34], and that the development of correlated feature detectors for paired associates in inferotemporal cortex also undergoes a period of patterns reactivation following a behavioral episode, similar to that observed in the hippocampus [36]. Moreover, simultaneous recording of groups of neurons in the hippocampus and the neocortex revealed that the reactivation process is coherent between the two regions. In other words, the neuronal correlation states for any given hippocampal-neocortical cell pair also tended to be preserved. This is a necessary, but not a sufficient, condition for the hypothesis. It remains to be determined whether a normally functioning hippocampus is necessary for coherent reactivation of events over disparate neocortical areas.

Where is the reactivation process initiated? Most hippocampal theories suggest that area CA3 is the likely site because of its dense recurrent connections [10,12,37–39], and this idea is consistent with the apparent origin of sharp waves in the CA3 field [40]; however, coherent retrieval states appear to occur throughout much of the neocortical–hippocampal axis [32••,36,41••], and it remains possible that there is no single site of origin.

Temporal patterns

An episode of experience includes the evolution of events in time, thus the temporal order of firing within a neural ensemble is a relevant parameter in considering memory-trace reactivation. During a repetitive route-following task, the temporal asymmetry (bias) of the cross correlation of two place cells reflects the asymmetry of spatial overlap of their place fields (see Figure 3). It was found [42] that this temporal asymmetry was significantly preserved during subsequent sleep, indicating that relative firing order within a given short time interval was preserved. This effect was restricted to neurons with overlapping place fields during behavior. During sleep, the widths of the cross-correlation peaks were compressed by about 10–20-fold, even though the relative magnitude and sign of their asymmetry was maintained. At least three interpretations have been suggested for this effect. The first is that segments of memory sequences are replayed during sleep at a much faster rate than real-time (as a result of temporal compression) [42–44,45••]. The second is that redundant spikes in a sequence may simply be omitted, thus optimizing the information transmission and shortening the overall sequence. Finally, the replayed sequence segments are very short — about the duration of sharp-waves (80–100 ms) — and hence any long-range temporal order could be abolished.

Figure 3

Temporal asymmetry of cross-correlation between two cells with partially overlapping place fields in a spatial task involving repeated, unidirectional movement around a triangular track. As the rat runs down the track, cell 2 will fire before cell 1. (a) Firing rates for two cells. (b) Cross-correlations for the cells in (a) before, during and after the spatial experience. The histograms were constructed by taking each spike in cell 1 as reference and summing the number of occurrences (counts) of spikes in cell 2 that appeared within a temporal range of –400 ms to +400 ms of the reference spike. The difference between the sum of the correlations up to 200 ms prior to zero (dark shading) and the 200 ms following zero (light shading) reflects the temporal bias. Although no discernible correlations or asymmetry appeared between the two cells during sleep before the maze experience, both the correlations and the amount of temporal bias increased while on the track. Note that during behavior, asymmetry occurred both on a broad time-scale (1–2 s), reflecting the asymmetry of place field overlap, and on a short time-scale (50–100 ms), which results from the phase precession phenomenon (see text), which gives rise to the ~140 ms oscillations in the cross-correlation. During theta cycles, during which both cells are active, the phase precession results in cell 2 typically firing earlier than cell 1. Only a short time-scale component is frequently preserved in subsequent sleep. Data from [42].
These interpretations are not mutually exclusive. In addition, the apparent temporal compression that is expressed during sharp-waves may actually already be present during the experience itself. At normal running speeds of the rat, a typical place cell fires throughout 10–15 cycles of the theta rhythm (i.e. for about 2 s). Because the firing phase advances spontaneously in both hippocampal and neocortical circuits, this advance occurs synchronously in the two systems, such that the firing phase of the two systems is phase-locked. In this way, the hippocampal CA1 cell firing pattern is reflected in the firing order of the cells within the theta cycle (see Figure 3b). Thus, temporal firing order, on the time-scale of seconds, is already expressed in compressed form (tens of milliseconds) during any given theta cycle. The mechanism of this real-time compression effect is unknown but, functionally, it may serve the encoding of event sequences by making the neural activity pattern change rapidly within the effective time-window of NMDA-receptor-dependent asymmetric long-term potentiation (LTP), which is about the duration of a theta cycle [47]. Without compression, the patterns that become associated over this short time-scale would be so similar to each other that retrieval of sequences would be impossible because of interference. The apparent time-compression during sharp-waves may thus reflect a compression effect that was already present at the time of encoding.

To gain further insight into the precision of spike timing, replay in groups of cells, Nadasdy et al. [44••] explored the spatiotemporal spike patterns of small ensembles of hippocampal CA1 cells using either a template-matching method or a joint-probability mapping of spikes. A large number of repeating spike triplets was observed both while the rat was running on a wheel and during sleep. Approximately 5% of the spike triplets were the same during sleep prior to the task and during the running task, whereas significantly more (9%) were the same during sleep following the task. Approximately 5% of the spike triplets were the same during the running task and during sleep following the task.

The role of REM sleep

As noted earlier, sleep per se is not necessary for memory trace reactivation — the presence of sharp waves in the EEG appears to be sufficient. However, there is a long history of research suggesting that sleep, and REM sleep (REMS) in particular, is necessary for (or at least beneficial to) the process of memory consolidation ([48–56], but see [57]). In addition, dream experiences reported after wakening from REMS often contain elements that can be linked directly to recent events. Thus, it is of interest to know whether recent activity patterns expressed during awake theta states can reappear during REMS when sharp waves in the EEG are replaced by the theta rhythm.

Using the partial regression methods described above, however, Kudrimoti et al. [32••] were unable to observe significant reactivation of recent ensemble patterns in hippocampus during REMS. This was surprising in view of the two facts: first, that the dynamics of hippocampal neuronal firing more closely resemble active waking during REMS than during SWS [58•,59•]; and second, that the expression of plasticity-related immediate early genes in the brain is enhanced during REMS following learning [60].

There are several reasons why it would be premature to conclude that reactivation does not occur in REMS, however. Behavioral studies [50,61] suggest that consolidation of recent memories is more susceptible to disruption by interruption of later rather than earlier REM epochs during a given sleep period. Thus, it is possible that the last experiences before sleep may not show up until the later REM bouts, which, for technical reasons, were not recorded by Kudrimoti et al. [32••].

Stickgold et al. [54–56] have bolstered this idea by showing that spontaneous improvement on a visual perceptual learning task depends on both the amount of SWS during the early part of the night and the amount of REMS during the late part. Finally, a relatively small percentage of the sleep cycle is spent in REMS, especially in the early portion of a given sleep episode, and hence the amount of data that has thus far been available may not have been sufficient to detect significant trace reactivation.

Nevertheless, information processing may occur during REMS [62]. During REMS following an experience in a familiar environment, cells that had expressed place fields fire weakly and at a mean phase of the theta rhythm 180° from their preferred firing phase during behavior. Cells that expressed place fields in a novel environment, however, fire more robustly, and at the same phase as during behavior. It is known that the balance of long-term potentiation and depression (or depotentiation) of hippocampal synapses is sensitive to theta phase, with LTP being favored at the normal peak firing phase and long-term depression (LTD) being favored at the opposite phase [63–66]. These observations lead to the speculation that during REM sleep there may be a process of selective weakening of hippocampal synapses allocated to older (presumably already consolidated) memories, and a selective strengthening of those synapses allocated to new memories. These findings are also consistent with an earlier proposal that REM sleep facilitates selective forgetting [67]. Clearly, however, much remains to be learned about the dynamic patterning of neural ensemble activity during REM sleep and its functional significance (if any) with respect to memory consolidation.

Conclusions

Hippocampal neural activity is characterized essentially by two global states, each identified by their predominant waveforms: theta and LIA. During the former state (at least during waking), the information expressed in hippocampal and neocortical neural activity typically appears to be driven by external input. During the LIA state, patterns that were expressed in the preceding awake theta state reappear spontaneously in both hippocampal and neocortical circuits. Simulation studies have shown that any recurrent network endowed with an associative mechanism for...
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